Math 520 S1-3 Exam 1 Solutions Spring 2008

1. Compute each product of matrices, or indicate that the matrices are not compatible for mul-

tiplication:
1
(@) (1 2 1)( 1
-3
1
Solution: (1 2 1) 1 | =0
-3
1
Mb) | 1](1 2 1)
-3
1 1 2 1
Solution: | 1 | (1 2 1)=|1 2 1
-3 -3 —6 -3

0 (% 0)6 2 5)
soons (0 1) (13 1)< (7 % 0)
@ (53 5) (% o)

Solution: Not compatible.

0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1

(e)OlO 01 0 010 010 01 0 010 010

1 0 0 1 0 0 1 0 0/ \1 0 O 1 0 0 1 0 0/ \1 0 O
00 1\ /001
Solution: [0 1 0] =(0 1 O
1 00 1 00

This can be seen without any calculation, since this matrix is the row exchange matrix
Pi3. Switching rows seven times is the same as switching them once.
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2. This question concerns the matrix

O N =
— =N
|
—_

(a) Compute R, the row reduced echelon form of A.

Solution: Forward elimination:

1 1 0 1 1 0 1 1 0
1 2 —1 0o 1 -1 01 -1
— —

2 1 1 0o -1 1 00 O
01 -1 0o 1 -1 00 O

Backward elimination:
1 1 0 1 0 1
01 -1 01 -1
H
00 O 00 O
00 O 00 O

The pivots are 1, so there is no need to multiply the rows by scalars, and:

1 0 1
01 -1
r= 00 0
00 O

(b) What is the rank of A?

Solution: Since there are two pivots in R, we have Rank(A) = 2.

(c) Which columns are pivot columns, and which are free columns (if any)?

Solution:
Pivot columns: 1 and 2
Free column: 3

(d) Find the special solutions to Az = 0.

Solution: The RREF matrix has block form R = (é 18’), where F' = < L

the null space matrix is
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Therefore there is one special solution,

r1 = 1

(e) Compute the general solution to Az = 1

1

Solution: One way to find a particular solution is to notice that the given vector is
—1 times the third column of A, so we can use

0
z,= | 0 |,
-1
giving general solution
0 -1
T=Tp+ Ty =1 0 | +c| 1
-1 1

An alternate approach would be to perform the elimination steps above using the
augmented matrix [Ab] to obtain [Rc], then solve Rz = ¢ with z3 = 0 (set free
variables to zero). This gives

Note that one obtains the same set of solutions by either method, but the value of ¢
corresponding to a given solution depends on the choice of .
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3. This question concerns the matrix

1 2 =5
B=1|0 -1 2
4 10 -23

(a) Find an invertible square matrix E such that EB = U is upper triangular.
(b) Compute the LU decomposition of B.

(c) Compute the inverse matrix B!,

Solution: It is easiest to solve all three parts at once using Gauss-Jordan
elimination on [BI].

(1] 2 —5]1 00 100
0 -1 21010 L=[? 10
4 10 —23/0 0 1 7071
1] 2 =511 0 0 100
— o [-1] 270 1 0 L=10 10
0 2 -3-401 471
1] 2 =511 0 0 1 0 0
— o [-1] 2]0 1 0 L=(0 1 0
o o [1]|-4 21 4 -2 1

1 00 1 0 0\ /1 2 -5

So we have|(a) E=[ 0 1 0 (b)B=LU=(0 1 0[O0 -1 2

-4 2 1 4 -2 1/ \0 0 1

Note that in this case, F¥ and L differ only in the signs of the entries below the diagonal.
However, this is not always the case.

We continue with backward elimination and row scaling to find B~

1 2 =51 00 1 2 0]-19 10 5
0 -1 2/0 10]—{011] o8 -3 -2
0 0 [1]j-4 2 1 0 0 [i1f-4 2 1
1] o 0]-3 4 1
—10 [-1] 0|8 -3 -2
0o o [1]-4 2 1
1 0 0-3 41
— 10 1 0/-8 3 2
00 1|—4 21
-3 4 1
So we have [(c) B~!=|-8 3 2
—4 2 1
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4. Let Msy3 denote the vector space of all 2 x 3 matrices.

(a) Let V' C Maxs denote the set of matrices whose third column is <8>

Is V' a subspace of May3? Either show that it is, or explain why it is not.

Solution: The sum of two elements of V' also has zeros in the third column, because
vector addition in Msy3 is defined elementwise. Therefore V is closed under vector
addition.

Any multiple of an element of V' has zeros in the third column, because scalar multi-
plication is defined elementwise. Therefore V is closed under scalar multiplication.

Since V is closed under vector addition and scalar multiplication, it is a subspace of

Mpjys.

(Note that V' can also be described as the set of all 2 x 3 matrices A such that the
0

null space of A contains | 0 |. One can show that this condition defines a subspace
1

using the same method as the solution to (c) below.)

(b) Describe the span of the following vectors in Mays:

1 11 1 11
1117 \0 0 0

(That is, describe it in a more useful way than “the span of the following vectors...”.)

Solution: The most general linear combination of these matrices is

a111+b111_a+ba+ba+b
111 000/ \ a a a

where a and b are any real numbers. We can write this as

c c ¢
a a a
where ¢ = a + b. Since a and b are arbitrary, a and ¢ take on all real values. Thus the

subspace spanned by the two matrices can be described as the set of all 2 x 3 matrices
whose columns are identical to one another.

1

(c) Let W C Mays denote the set of matrices A such that the null space of A contains | 1
0
Show that W is a subspace of May3.

Solution: We must show that W is closed under vector addition and scalar multipli-
cation. Suppose A € W and ¢ € R. Then

(cA)v =c(Av) =c0=0
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and so cA € W.
Suppose A, B € W. Then

(A+ Bljv=Av+Bv=0+0=0

and so (A+ B) e W.
Therefore, W is a subspace of Moys.

5. (a) What does it mean for a set of vectors vy, va, ..., v, to be linearly dependent?
(Write a definition.)

Solution: The vectors are linearly dependent if there exist real numbers ¢y, co,...,c, €
R, not all zero, such that

c1v1 +cve + -+ cpv, = 0.

(b) Show (directly) that these four vectors are linearly dependent:

1 1 2 1
1], 2], (o], [1
0 2 1 2

Solution: We must find a linear combination of these vectors that is equal to 0, or
equivalently, an element of the null space of

11 21
A=11 2 0 1
0 21 2

Using elimination, we put A in echelon form.

0 2 1 2

We see that the fourth column is free, and se
back-substitution.

1 1 2 1 1 1 1 1
1201—>01—20—>01—20
2 0 0
t T

4 = 1 to find a special solution by

—2
-2 -4
x2_2(5)+0(1):0 = xQZ?

—4 —2 3
$1+5+2<5>+1:O = I = c.

Therefore, we have
3/5
—4/5
—2/5
1

€ N(A)
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or equivalently (multiplying by 5),

1 1 2 1 0
311 —-412]-210]+5(1]=1]0
0 2 1 2 0

(c) Explain why any four vectors in R? are linearly dependent.

Solution: Put the four vectors into the columns of a 3 x 4 matrix A. The vectors
are linearly dependent if there is a nonzero vector in the null space of A. However,
any 3 X 4 matrix has at least one free column, and the associated special solution is a
nonzero vector in the null space. Therefore, the four vectors are linearly dependent.
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